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Abstract—Each time more grows the necessity of guaranteeing itself security and trustworthiness of the equipment during the execution of the industrials processes. Then, it is very important that faults in the processes can be detected and isolated. This paper presents an approach to process fault detection and isolation (FDI) system applied to a levels control system connected with an industrial network Foundation Fieldbus. The FDI system was developed using artificial neural networks (ANN) and tested in real environment.

I. INTRODUCTION

In a dynamic system, the faults can cause alterations in parameters critical of the system, or even changes in its dynamics. It is very important that the undesired or not permitted states can be perceptible. Thus, avoiding damages situations or any accident.

This way, it is ideal that the faults can be detected, isolated and eliminated, providing more confidence in the system. Detect a fault in the system is to be able to say if it exists or not. On the other hand, isolate it is according about what kind of fault is present, e.g., indicate in which component of the system the fault occurred. The fault tolerance is associated with the magnitude of the fault supported by the system in order to keep the system in adequate operation condition. The whole process is defined as Fault Detection and Diagnostic (FDD).

To detect and diagnostic faults in appropriate way it is very important to have a previous knowledge about the system behavior. Thus, automation engineers can associate the faults with the signal patterns. So, they can project more efficient FDD systems.

There are many methods already consolidated of detection and isolation of faults. Some of them are based on the physical redundancy, in other words, in the duplication of hardware components, like sensors, actuators and controllers [1]. In these cases, the outlets of the equivalent pairs of components are the initial point for a possible abnormal detection. The subtraction of these two values is called, in the technical jargon, residue, which in turn, is one of the basic paradigms of analytic redundancy. With this procedure, one can use the system model to generate redundancy signals which are compared with signals measured from the physical sensors [2]. Similarly to the physical redundancy the outputs of the sensors are compared to the ones calculated through the mathematical model with the object of generating the residues, and consequentially, if there is a significant difference between them, it characterizes the occurrence of a fault. One of the difficulties with this procedure is the necessity of having a mathematical model very close to reality.

In recent years, researches made in the context of Faults Detection and Isolation system (FDI) presented procedures that uses the principles of Computer Intelligence, such as, Fuzzy Logic system [3] and Artificial Neural Networks (ANNs) [4].

This article describes the project and implementation of a fault detection and isolation system applied to a dynamic system in real time, for instance, a plant composed of two tanks (plant of levels), in which one of the tanks has its level controlled. Basically, the FDI system was divided in two parts: the first corresponds to neural identification of the plant model and the second, to the detection and isolation of faults in process.

In this paper, we first turned the system parameters for a simulated environment, then we used there parameters to detect and to isolate faults in a real system. It is showed that the FDI system was able to accuse the faults at the moment they are occurring, surpassing several difficulties found only in real environment, such as: noises and unmodeling dynamic.

II. SYSTEM ARCHITECTURE

The FDI system development was realized in two phases. The first one was the levels system neural identification. The second one was the fault detection and isolation process. The tests were done as much in simulated environment as in real environment. It was mounted in the LAMP (Petroleum Measurement and Evaluation Laboratory) at UFRN.

The general scheme of the functioning system is shown in Figure 1. In this case, while the level system is in execution, an elaborated system from the ANNs tries to find its identification using its inputs \((x(k))\). Each time, the output level system \((y(k))\) is compared to the output identification system \((y'(k))\), generate a residue value \(r(k) = y(k) - y'(k)\). The
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residue, in the other phase, will be used in the fault isolation system. Then one analyzes the residue values and indicates the occurrence or not of faults and, in case that it occurs, indicates what type it is.

Figure 2 shows the level plant composed of two tanks in cascade, representing a second order model with an input. A Proportional Integrative Derivative (PID) [6] control strategy is applied in this plant to control the level of tank 2.

The water that flows out from the small hole of tank 1 falls into tank 2. This in turn, also has a small hole through which the water falls directly to the reservoir. A pump is responsible for taking the water from the reservoir to the tank 1. In each tank there is a Foundation Fieldbus (FF) pressure sensor [7], used to measure the corresponding levels connected to the Fieldbus network. Besides the pressure sensors, a FF/ loop of current from 4 to 20 mA converter is used to inject signals to the water pump.

The industrial network Foundation Fieldbus is connected to a supervisory computer through Ethernet network interfaces. From this computer is carried out all the devices configuration process and later supervised.

The development of the FDI system needed to apply signals to the pump input so that it made possible the water injection in the tank 1. Also, it was needed extract data from the levels system (tank levels, control signal, etc.) through industrial network. To do this, some industrial automation technologies had been used.

Among these technologies we can detect: SCADA [FALTA REFERENCIA] and OPC (OLE for Process Control) [8]. The first one is the acronym for Supervisory Control And Data Acquisition. It acts in the area of control and supervision of remote devices. It is used to show, in centered way, the functioning of all industrial plant to the user. Including still, the possibility of interacting with the plant, changing configurations and acting in devices through graphical screens that represent the real plant.

The second one, OPC, consists of an open standard communication developed or the industrial automation. It offers a standardized way so that softwares, that run in computers of the supervision network, can access information that passes through the field network.

Another software, MATLAB, uses OPC technology to access information at the control network in real-time.

The first phase of the FDI system (neural identification) was implemented using recurrent neural networks, whose was trained from input/output data applied/collected, respectively, from the real system. To do so, OPC (OLE for process control) [8] client was used to generate the input signals to the plant and to capture its respective outputs. The software used to generate and insert the signals to the FF network was the Ellipse SCADA. The software used to capture the signals was the MATLAB.

The second phase (faults detection and isolation) of the system was developed in MATLAB and it supervises the plant in real-time through the OPC protocol, evaluating the presence of faults and classifying it, in positive case.

The FDI system was applied to two environments: simulated and real. To simulate the dynamic of the plant, a non-linear mathematical model was used as described in the equations 1 and 2 [9]. The equation 1 calculates the tank 1 level and the equation 2 calculates the tank 2 level.

\[
\dot{L}_1 = -\frac{a_1}{A_1} \sqrt{2gL_1} + \frac{K_m}{A_1} V_p \quad (1)
\]

\[
\dot{L}_2 = -\frac{a_2}{A_2} \sqrt{2gL_2} + \frac{a_1}{A_2} \sqrt{2gL_1} \quad (2)
\]

Table 1 presents the descriptions and values of the parameters shown in equations 1 and 2.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_m$</td>
<td>Pump Constant</td>
<td>4.6 (cm³/s)/V</td>
</tr>
<tr>
<td>$V_p$</td>
<td>Tension applied to pump</td>
<td>$-22 &lt; V_p &lt; 22$</td>
</tr>
<tr>
<td>$a_1$</td>
<td>Tank 1 output diameter</td>
<td>0.178139 cm</td>
</tr>
<tr>
<td>$a_2$</td>
<td>Tank 2 output diameter</td>
<td>0.178139 cm</td>
</tr>
<tr>
<td>$A_1$</td>
<td>Tank 1 area</td>
<td>15.5179 cm²</td>
</tr>
<tr>
<td>$A_2$</td>
<td>Tank 2 area</td>
<td>15.5179 cm²</td>
</tr>
<tr>
<td>$g$</td>
<td>Gravity acelerator</td>
<td>980 cm/s²</td>
</tr>
</tbody>
</table>
Finally, the level plant model together with the controller PID is illustrated in Figure 3. As it is possible to see, the reference signal is the level desired for tank 2. The desired signal \((d(k))\) is compared to the actual level from the tank 2 \((L_2(k))\), generating an error \((e(k))\) which is used to the PID controller to generate a control signal \((V_p)\) to the pump that injects water to tank 1.

![Fig. 3. Level plant with PID controller](image)

In the following section, it will be presented the developing of the neural networks which will make identification, detection and isolation of faults in the level system.

### III. LEVEL SYSTEM NEURAL IDENTIFICATION

The neural identification system was defined as identification in two steps, which means the existence of an ANN to evaluate the level of tank 1 and another to evaluate the level of tank 2. The training of the ANNs can be illustrated by Figure 4.

![Fig. 4. Determination of tank 1 and tank 2 levels. (a) Step 1. (b) Step 2.](image)

The output of the ANNI results in the representation of the estimated tank 1 level, evaluating in the actual instant \(k\), \(L_{1}(k)\). Your architecture was:

- Three nodes in the input layer, where the inputs are: \(V_p(k), V_p(k - 1)\) and \(L_1(k - 1)\);
- A hidden layer with 3 neurons with the sigmoid activation function;
- A neuron on the output layer (linear activation function), representing the level of tank 1 evaluating in the actual instant \(k\), \(L_1(k)\).

The ANN 2 architecture, used to evaluate the estimated tank 2 level \(L_{2}(k)\), was:

- Two nodes in the input layer which are \(L_1(k - 1)\) and \(L_2(k - 1)\);
- A hidden layer with 3 neurons with the sigmoid activation function;
- One neuron in the output layer (linear activation function), representing the level of tank 2 evaluating in the actual instant \(k\), \(L_2(k)\).

To implement the strategy of neural level system identification, it used a Multiple Layers Perceptron (MLP) architecture [10]. The number of neurons from the hidden layers was chosen from initial tests and the neurons are completely connected.

In the next section it will be presented the FDI system development in the level plants, which is based on the neural identification in the two steps showed before.

### IV. FAULT DETECTION AND ISOLATION

In accordance with the identification neural project considered, it was verified therefore that it would be useful for the fault isolation/classification stage, if the output of ANN 1 diverges from the real output of tank 1, for example, it means that a fault could not have occurred on the side and sensors from the process that evolves tank 2, and vice-versa, that is, reducing the possibilities at the moment of classifying the fault.

With identification in two steps, it is possible to get two residues, \(R_1\) and \(R_2\), where \(R_1 = L_1 - L_1\) and \(R_2 = L_2 - L_2\).

The fault isolation strategy can be seen in Figure 5. In this case, a ANN, denominated ANN 3, is trained receiving as input data the values from \(R_1\) and \(R_2\). The networks output corresponds to a vector of \(N + 1\) numbers, where \(N\) is a quantity of faults that the network will be able to classify. For example, considering \(N = 3\), the possible outputs for the network shown on table II would be:

![Fig. 5. General project for fault detection and isolation](image)

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>POSSIBLE OUTPUTS FOR THE CLASSIFICATION OF 3 FAULTS.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal Situation</td>
<td>1 0 0 0</td>
</tr>
<tr>
<td>Fault 1</td>
<td>0 1 0 0</td>
</tr>
<tr>
<td>Fault 2</td>
<td>0 0 1 0</td>
</tr>
<tr>
<td>Fault 3</td>
<td>0 0 0 1</td>
</tr>
</tbody>
</table>

Considering the two residues to detect and isolate the faults, the FDI system could detect in maximum 8 different faults, in which the situation \(R_1 = 0\) and \(R_2 = 0\) would be a normal behavior of the system. With the intention of testing, we managed to foresee only six types of faults with joint distinct residues. Table III shows the six types of faults selected for the result analysis, where + represents the positive residue, – the negative residue and 0 the equal residue or very close to zero.

As the neural classifier works based on positive values, negative and null values for the residues, it could have been
### TABLE III

<table>
<thead>
<tr>
<th>Fault</th>
<th>Description</th>
<th>$R_1$</th>
<th>$R_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>New hole in tank 1.</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>No fall of water in tank 2</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Decrease of hole in tank 1</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>Decrease of hole in tank 2</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>4</td>
<td>Increase of hole in tank 2</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>Extra flow of water in tank 1</td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>Extra flow of water in tank 2</td>
<td>0</td>
<td>+</td>
</tr>
</tbody>
</table>

Translated to a set of rules with conditional sentences. For example, if $R_1$ was positive and $R_2$ negative, it would be sufficient to make a conditional test to indicate that fault 2 is occurring. On the other hand, if another dynamic system could be modeled for $N$ residues, where $N$ is a very high value, it would be a little laborious to codify several conditional judgments to inform the fault. Besides this, the neural can classify faults with similar residues (two different faults with the same $R_1$ and $R_2$, for example, $R_1 = +$ and $R_2 = 0$), however with different amplitudes, without the necessity of a new conditional test verifying the threshold of the fault.

### V. NEURAL IDENTIFICATION RESULTS

The data captured for training had been generated from the normal functioning of the plant levels, that is, it applied reference signals for the level of tank 2 and the control signal was generated from PID controller. The reference signals were always unit degree or sinusoidal type, with amplitude varying through the time.

Figure 6 shows one of the data sets used for training. In the first chart, there is the value of tank 1 throughout the time. The second chart shows the level of tank 2 in blue and the reference used by the PID controller in red. The third chart shows that the controller signal is being applied to the pump, generated by the controller.

![Fig. 6. Example of data set for training](image)

After the training of the two networks used for the neural identification, the medium square errors found for the ANN 1 and the ANN 2 were approximately, $10^{-4}$ cm$^2$ and $10^{-5}$ cm$^2$, respectively. Examples of neural identification for data not presented in the training of the networks can be seen in Figure 7 and Figure 8. On the first chart are the levels of tank 1 real (blue) and the one generated by ANN 1 (red) throughout the time. On the second chart it is easy to see the level of tank 2 real (blue), generated by ANN 2 (red) and the reference to be followed by the level of this same tank (green). Finally, in the last chart are presented the residue values $R_1$ (blue) and $R_2$ (red).

![Fig. 7. Example 1 Neural Identification](image)

![Fig. 8. Example 2 Neural Identification](image)

Based on the results of the neural identification, it can be inferred that, for both situations, the errors between the level of the tanks and the generated ones in the identification are bigger during the transitory period of the tank 2 level. This
is due to the result of a lot of noises being present during the test and the pump has components with non-linear dynamic, making difficult the learning of neural networks.

In the next section results from the detection and isolation system will be presented as well as the fault level system isolation.

VI. FAULT DETECTION AND ISOLATION RESULTS

The neural network, ANN 3, used to detect and isolate faults was trained only by using the neural identification results using the mathematical model of system [5]. With the mathematical model, faults were simulated and the residues captured, allowing the data generation suggesting the normal function of the system or the occurrence of fault. This approach has been chosen due to the fact that in real situations, where one does not have a data base with the information of occurring faults all the time, it could be complicated to generate faults in the system in order to be able to develop an application that could detect them.

Figure 9 shows a output of the supervisor program developed to monitor the system operation. It is possible to observe the occurrence or the non-occurrence of the system’s faults according to the strategy described in section IV.

As already mentioned, the strategy of the FDI system was implemented as much in the simulated environment as was in the real one. Many difficulties have been discovered while working in the real system, as for example: tests should have been made considering that the water in tank 1 would not have overflowed: the necessity of using extra equipment (power supply, module amplifier, etc.); the presence of leaks between hoses and pressure measures; problems with the neural identification at transitory moments due to the non-linearity of the pump (mathematically modeled to an ideal form), among others.
the abnormalities occur, surpassing all difficulties not found in the simulated environment.

Perspectively, it intends to improve the neural identification for situations in which the PID controller still has not established the level of tank 2 (transitory). Besides this, improve the neural classifier so that it can be able to detect and isolate faults that have similar behaviors to the residues $R_1$ and $R_2$.
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