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Abstract—The WorldFIP protocol is one of the profiles that A widely used fieldbus standard is WorldFIP [6], which is
constitute the European fieldbus standard EN-50170. It is partic- gne among the profiles that constitute the European fieldbus
ularly well ﬁuited to befused in distr_ibglted compgter-ﬁont(rjolled standard EN-50170. Basically, WorldFIP delivers two types of
systems where a set of process variables must be shared amon — . ’ . . .
n)étwork devices. To copepwith the real-time requirements of such %ommunlcatlon SEIVICES. exchaﬂges of |dent|.f|ed_ Varlablt_as and
systems, the protocol provides communication services based on€xchanges of messages. Real-time communication services are
the exchange of periodic and aperiodic identified variables. The based upon the former type. The latter is used to support manu-
periodic exchanges have the highest priority and are executed at facturing message services (MMS) [10] and is out of the scope
run time according to a cyclic schedule. Therefore, the respective of this paper. Concerning the exchanges of identified variables,

schedulability can be determined at pre-run-time when building . . S S
the schedule table. Concerning the aperiodic exchanges, theWorIdFIP separates these in two major categories: periodic and

situation is different since their priority is lower and they are han- ~ @periodic exchanges. The periodic exchanges are triggered by
dled according to a first-come-first-served policy. In this paper, the communication system itself and have the highest priority.
a response-time-based schedulability analysis for the real-time On the other hand, aperiodic exchanges occur in response to dy-

traffic is presented. Such analysis considers both types of traffic namic requests issued by application tasks through application
in an integrated way, according to their priorities. Furthermore, a layer services

fixed-priorities-based policy is also used to schedule the periodic
traffic. The proposed analysis represents an improvement relative ~ There are two different levels of priority for aperiodic ex-

to previous work and it can be evaluated online as part of a traffic changes: urgent and normal. Although urgent exchanges are
online admission control. This feature is of particular importance processed before normal ones, both levels are processed only

when a planning scheduler is used, instead of the typical offline hen th iodi h itina to b f d
static scheduler, to allow online changes to the set of periodic when there are no periodic exchanges waiting to be periormed.

process variables. Moreover, aperiodic requests are brought to the knowledge of
Index Terms—DPistributed computer control systems, real-time f[he communication system by means.of th_e periodic e_xchanges
communication, response time, scheduling algorithms. issued by each node and are handled in a first-come—first-served

(FCFS) order. These characteristics impose relatively large re-
sponse times to the aperiodic exchanges when compared to the
periodic ones.
T HE use of fieldbuses in distributed industrial control ap- Building upon recent work carried out by the authors [3], [4],
plications has become widespread in recent years. Thig2s], [24], this paper presents a response-time analysis for both
due, among other factors, to the advantages arising either frpariodic and aperiodic exchanges of identified variables. Based
a more manageable and less expensive cabling system as wielsuch analysis, an integrated schedulability condition is de-
as from an increased system robustness associated to therilisd that can be used for both types of exchanges. Under cer-
tribution of system intelligence. In distributed control applicatain assumptions, such condition is necessary and sufficient for
tions, the fieldbus plays a fundamental role interconnecting ttiee periodic traffic although just sufficient for the aperiodic one.
field devices (e.g., sensors, actuators, and controllers) to folthe scheduling policy used for periodic traffic is based on fixed
distributed control loops [20]. Real-time operation is then negriorities.

essary to ensure timely transmission of information. The proposed analysis is particularly relevant when the orig-
Therefore, a traffic schedulability analysis is required in ordeiqa| WorldFIP’s static table-based scheduling of periodic traffic

toguarantee atimely behavior of the fieldbus network. Alth_ougg replaced by a dynamic table-based scheduler, such as the plan-

there is a common background for most of such analysis [$jing scheduler [2]. In such case, it is possible to introduce on-

[11], [14], its use in a particular bus network protocol alwaygne modifications to the set of periodic exchanges. This analysis

requires specific adaptations (e.g., [21]). is well suited to support an online schedulability analyzer tool,

which can be used to validate modifications on any set of ex-
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tion V, the timeline analysis is used to derive upper bounds to BA
the response times to communication requests. Itis first applied o ) B C |A
to the periodic exchanges and then enlarged to integrate ape- Per?"dchVgngbles‘ a | MC
riodic exchanges. Section VI applies the timeline analysis to a ;i 12 3 2 g
benchmark scenario, and Section VII draws some concluding A B :
remarks. 2 v
[l. OVERVIEW AND RELATED WORK Fig. 1. BAT and respective ECs for the set of periodic variables shown.

The WorldFIP protocol was developed in the early 1980s
[8] (formerly known as FIP—Factory Instrumentation Protocol) Elementary Cycle
and later established as a French standard [1]. In the meantime, | Pl | P3| P2, P4| >
much research work has been conducted concerning various as- 0 Ter Tps Tpy T2

pects of that protocol, e.g., modeling and formal verification,
data coherence issues either in time as well as in space, netwagk2. EC, composed of four consecutive phases.
interconnection through bridges, etc. However, due to their rel-

evance in the scope of the paper, only the construction of the ltyghanges with low jitter. If the exchanges to be performed
arbitrator table and the analysis of the response time to comnjthin one EC take less time than the EC duration, the BA
nication requests will be considered here. These two aspectsigifismits padding frames up to the end of that EC. When this
closely related since the particular criterion used to build the bignchronous mode is used, the EC duration is typically set to
arbitrator table has a deep influence on the system temporal s highest common factor (HCF) of the variables’ scanning
havior. Nevertheless, before going through such aspects, a bpgfiods.

overview of the underlying communication mechanisms will be gach EC can contain up to four consecutive windows, the pe-

presented. riodic window (P1), the messages window (P2), the urgent and
. 3 . normal aperiodic window (P3), and a synchronization window
A. Exchanging Identified Variables (P4). The duration of phase R¥p;) can be indirectly con-

The MAC protoco' of Wor'dF'P re"es on Centra”y Con_strained When bUIldIng the BAT, byl|m|t|ng the numberoftrans-
trolled access and the underlying communication model is tRgtions scheduled for any EC. Phases P2 and P3 can be pro-
producers—distributor—consumers (PDC) model [19]. Hendeessed in either order setup, and their maximum durations, re-
a master node, i.e., the bus arbitrator (BA), starts all tfi@rred to the beginning of the EQ, and7ps) can be directly
transactions, sequentially, by transmitting a frame with tpecified at configuration time. Finally, phase P4 includes the
identification of a given variable (distributor role). The nod®ossible transmission of padding frames, as required for syn-
that produces such variable (producer) responds transmittingf§onous mode operation. This is depicted in Fig. 2.
frame with the corresponding data. Simultaneously, all nodesWithout loss of generality, the remaining discussion will not
requiring the value of that variable (consumers) copy the dat@nsider phase P2 (messages), only P1, P3, and P4. Further-
contents of the frame to local buffers (accomplishing the vafPore, it will be considered that the periodic window (P1) may
able exchange). This is how a periodic exchange is carried &¥e the full EC duratiortZp; = T2). Whenever it takes less,
in WorldFIP. These exchanges are also used by the produd8g aperiodic window can use the full remaining tifle-; =
to signal the BA that there is a pending aperiodic request. T2).

A static schedule table, known as a BA table or, simply, BAT, ) o
supports the orderly release of the periodic transactions. The Previous Relevant Work on Building the BAT
BAT is organized as a sequence of elementary cycles (ECs)In typical WorldFIP applications, the BAT is built offline
Each EC refers to a bus time window and contains the idesnd thus, computationally intensive scheduling algorithms can
tification of all the periodic exchanges that must be processkd used. It is possible, this way, to use traditional operations
during that window. Within each EC there cannot be more thaesearch techniques, such as linear programming, to find a
one exchange of each identified variable. Thus, the periodsszhedule that optimizes a given parameter, e.g., minimizes
all the periodic exchanges are expressed as an integer nunthermaximum response time, minimizes the maximum release
of ECs. jitter, maximizes the load balance in all ECs. For example,

The traffic cyclic pattern, which results from the periodic nabworzecki [7] proposes one such scheduler that is claimed to
ture of the exchanges, has a period equal to the least comrbemore efficient than normal rate-monotonic (RMS) or earliest
multiple (LCM) of the variables periods and is called the macraleadline first (EDF) for building WorldFIP BATSs.
cycle (MC). The BAT contains the sequence of ECs that consti-On the other hand, Tovar and Vasques [22] show examples
tute the MC (Fig. 1). of using priority-based techniques such as RMS and EDF

The WorldFIP fieldbus has several modes of operation jfh4]. Raja and Noubir [18] also consider these techniques
what concerns the synchronization of the ECs and the MiD. a FIP-like system but under the assumption that all bus
The most common mode is the synchronous one, in which ttiansactions take the same time, i.e., the duration of one slot.
ECs always have a constant duration established at confi@iil under the one slot assumption, Kumaran and Decotignie
ration time (timer T2), being thus possible to assure periodit3] suggest the uniform distribution (UD) algorithm according
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to which variables with the same period are scheduled withsaheduler profits from the use of fixed priority criteria to build
constant relative phase increment of one EC. This dephasthg BAT, such as RMS or DMS, in order to reduce the run-time
allows obtaining a smooth distribution for the periodic commwscheduling overhead.
nication load among the ECs that form the MC.

Howev_er, most of the work me_ntio_ned_ be_fore dealt with thé. Previous Relevant Work on Response-Time Analysis
construction of the BAT, not considering its impact on the ape-
riodic traffic. In particular, it is not always easy to determine The most common temporal analysis for the periodic traffic
the point in time, within the BAT, that represents the start ofia WorldFIP is solely on the verification that the traffic tem-
window with highest cumulative periodic load, so that the inporal constraints are met in the BAT. This can be done at the
terference caused to the aperiodic traffic is maximized. Thisgame time as the table is built and, thus, it is possible to con-
normally referred to aseitical instantfor the aperiodic traffic. sider the exact response time of each transaction. Response time
Its determination in BATSs built with most of the above methodgan be defined, in this context, as the time between the periodic
generally requires an extensive search along the whole talistant when a transaction becomes ready and when it is fully
On the other hand, when the BAT is built based on fixed prprocessed.
orities scheduling, the critical instant for the aperiodic traffic Concerning the aperiodic transfers, and due to their dynamic
is well defined and coincides with the point in time where ahature, a worst case response-time-based analysis is required
periodic variables become ready to be transmitted simultarvehenever aperiodic variables are to be used to support real-time
ously. Therefore, in order to facilitate the analysis of the apegapplications. In the literature it is possible to find several studies
odic traffic, it is considered in this paper that the periodic trafficoncerning the worst case response time to aperiodic requests
is scheduled according to a set of fixed-priorities. in WorldFIP networks. Vasques and Juanole [25] derive an

Kim et al.[12] address two other aspects that deserve partigpper bound to the worst case response time for the aperiodic
ular attention when building the BAT: memory requirements andquests that includes all the traffic concerning the periodic
release jitter. The first aspect is related to the potential memdrgnsfers during the whole MC, plus the time required by all
size problem that might result from scheduling variables withther aperiodic requests that can be issued during that period of
relative prime scan periods. In this case, the LCM of such ptme. This is overly pessimistic for many situations, particularly
riods is potentially very large requiring large amounts of phy$er medium to low network utilization. In such situations the
ical memory to hold the BAT. The proposed solution is to redudeCs contain relatively large aperiodic windows that may allow
the larger scan periods avoiding relative prime values. This, ngrocessing the aperiodic requests, even when considered in the
ertheless, increases unnecessarily the network utilization. Carorst case, well before the end of the MC. This is noted by
cerning the second aspect, the release jitter is due to variati®eslro and Burns [17], who propose a less pessimistic analysis
in the interference caused by higher priority variables, whidtesed on a lower bound to the aperiodic window of each EC.
generally differs from occurrence to occurrence. The proposkds, then, considered that each EC has an aperiodic window
solution is to reduce the scan periods up to the point where theith a fixed duration, equal to its lower bound, an assumption
all become harmonic in powers of 2, i.e., beifigthe shortest that, nevertheless, is still pessimistic. Moreover, all periodic
period, therl; = 2% x 11, V;—o __ , for somek; integer. In transactions are considered to have the same duration, as well
this case, it is possible to generate a jitter-free schedule. Ths all the aperiodic ones. Tovar and Vasques [23] propose a
solution, also proposed by Hong [9] in a more general contextifferent analysis taking into consideration the existing BAT
may lead to a substantial increase in the network utilization, wétl account for the exact size of the periodic and aperiodic
beyond the application requirements. The perspective usedvipdows in each EC. This solution is the least pessimistic of
Hongis to deduce a set of harmonic scan periods (in powers ofR¢ three. However, it highly depends on the particular way
and relative phases that fulfill the application requirements attte BAT was built. For it to work properly, the BAT must
maximizes the network utilization. In other words, the idea is toe built considering all the periodic exchanges in phase (i.e.,
use all the network bandwidth available to facilitate meeting ttsynchronous phasing) so that the critical instant is well defined.
application requirements. If the BAT was built using a nonsynchronous phasing among

The table size problem has also been addressed by #legeral periodic exchanges, then the critical instant becomes
authors in previous work [2], where the use of a dynamic tablmknown unless an extensive search is carried out.
to schedule periodic transactions has been proposed. This tecfFhe analysis presented in this paper also considers the exact
nigue, known as the planning scheduler, consists on buildingdth of the periodic window in each EC, and consequently of
a schedule, online, for a fixed period of time into the futurthe aperiodic window, in order to quantify how much aperiodic
called a plan, and constantly rebuilding the schedule, plan afteaffic can be processed. However, it allows circumventing the
plan. Notice that the plan duration is fixed and not relatgarevious problem by basing itself not on the BAT but on the de-
with the variables’ scanning periods. The advantage of usisgription of the variables’ update requirements. Hence, despite
the planning scheduler goes beyond the confinement of ta@ossible use of nonsynchronous phasing in the BAT, the anal-
BATs memory requirements. For example, since the schedusis still considers the synchronous phasing, always resulting
is working online, it is possible to perform modifications tdn an upper bound to the response time to aperiodic requests.
the periodic communication requirements while the systemFhsirthermore, this analysis does not require the pre-existence of
running. This results on an increased operational flexibilitg BAT and, thus, it can be used to analyze the schedulability of
of the protocol. It has also been shown that the planninige aperiodic traffic before building the BAT, at an earlier design
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J'“'ﬂ"=j_’ an ID_DAT frame concerning a given periodic variable,
T :'1:--:;:! = say identifierX. The producer of variablé, that has
) a pending aperiodic request, responds with an RP_DAT
FD_DAT ivar. X | RP_DAT {rvar. X) | ID_DAT {var. 2} frame, setting an aperiodic request bit in the control field
t T I_:" of its response frame (step 1). The BA notices this bit and
e e . - stores variablé&X in a queue of requests. There are, in fact,
two queues, one for each aperiodic traffic priority level:
Fig. 3. Periodic exchanges. urgent and normal.
2) In the aperiodic window, the BA uses an identification re-
quest frame (ID_RQ) to ask the producer of fiedenti-
fier to transmit its list of pending aperiodic requests (step
2). The producer ok responds with a RP_RQ frame (list
of identifiers, e.g., identifier$” andW). This list of iden-
tifiers is placed in another BA's queue, tbagoing ape-
riodic queue
3) Finally, the BA processes the aperiodic transfers stored
in the ongoing aperiodic queue (step 3). For each of these
The basic communication service for real-time applications  transfers, the BA uses the same mechanism as for peri-
is the periodic exchange of identified variables. The variables  odic buffer transfers, i.e., ID_DAT followed by RP_DAT
used by each node, either to consume or produce data values, (Fig. 4).

are defined statically at pre-run time according to the applicationfFrom the three referred steps, it can be seen that an aperiodic
requirements. At each node, the protocol data link layer (DLiansaction is made of several atomic transactions (ID frame/RP
manages a set of buffers holding the values of the exchanggge) that can be processed in several consecutive ECs. The
variables. These buffers are locally available to the applicatigifst of these atomic transactions is for exchanging the identifiers
software through application layer (AL) services. list (step 2: ID_RQ/RP_RQ) followed by several buffer trans-
The contents of the DLL buffers in the consumer nodes af&s in step 3, one for each variable requested in the list. Fur-
automatically updated through a network service caltiefler thermore, step 1 implies that one aperiodic request might have
transfer Each buffer transfer corresponds to a network trangs wait for a complete period of periodic variahé, until the
action and includes an identification frame (|D_DAT) sent bBA becomes aware of the pending request. This period of time
the BA identifying the variable to be produced) (n Fig. 3) s defined as theead interva[25] and is directly related to the
and a response frame (RP_DAT) sent by the producer node gR@rtest period among the periodic variables produced in the re-
containing the respective updated valbgif Fig. 3). Whenre- spective node (Fig. 4). This interval must be accounted for in

ceiving the response frame, every consumer node will overwrifge derivation of the worst case response time to an aperiodic
the respective DLL buffer with the variable’s new value. transfer request.

The duration of each transaction can be evaluated using ex-
pression (1), wherez, ;. is the transmission rate expressed in IV. COMPUTATIONAL MODEL AND WORSTCASE SCENARIO

bits per seconden() is the bit length of a given frame, arntgd ) o o
is the turnaround time in seconds A computational model for both periodic and aperiodic ex-

changes in WorldFIP networks can now be established. Building
o — 1en(ID_DAT) + len(RP_DAT) +2x¢t, (1) uponthiscomputational model, a worst case scenario for both
tx rate ' periodic and aperiodic transactions will be defined.

L T 1) When processing the BAT schedule, the BA broadcasts
Consumer | | Cronsrmes
of wor. X || of var. X

phase. Moreover, it also has the advantage of being applicable to
situations based on a dynamic BAT (e.g., planning scheduler).
Finally, the following analysis can be applied both to periodic
and aperiodic traffic, thus resulting in an integrated schedula-
bility assessment for WorldFIP applications.

I1l. ANALYSIS OF BASIC EXCHANGES IN WORLDFIP

Notice that while each ID_DAT frame is always 61 bits long oo
the RP_DAT frame is 61 bits long plus the data bits (2 bytes afe Periodic Transfers
used to code the type of the variable being transferred). The turnConsider a sét' p of Np process variables that must be broad-
around time is the time interval between the transmission of twast periodically. Variable; € Vp is characterized by, =
consecutive frames, being defined by the protocol to be within(C;, D;, P;, Pr;) fori = 1,..., Np, whereC; is the duration
10-70t.ac long, wheret, ., is the time to transmit a phys- of the respective transactions as in expression{1jhe relative
ical symbol. This parameter is configured at system startup ateadline,P; the period, and”r; the associated static priority.
cording to the propagation delays and the node’s latency, havidgte that, T2 being the EC duratio—, _~,P = k = T2,
a considerable impact on the protocol efficiency. k > 1,andC; < T2. Also, consider that the set of variables
Concerning the aperiodic buffer transfers, the situation is ordered by decreasing priority, i.&; =1 np ¢ > j =>
more complex. The BA processes them only after processify; < Pr;, and that inserted idle time is used to prevent trans-
the periodic traffic in each EC, in the respective aperiodictions from crossing the EC boundary, or the periodic window
window according to whether it is an urgent or normal request,shorter than the EC.
or a message transfer request (Fig. 2). Without loss of generfurthermore, the following analysis considers synchronized
ality, only urgent aperiodic requests will be considered. THris operation, only, in the sense that the activation of any trans-
aperiodic buffer transfers take place in three steps. action is always synchronous with the start of an EC. However,
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Fig. 4. Elementary atomic transactions involved in the processing of an aperiodic request.

due to interference from higher priority variables, a transactidhe other. Hence, it will be considered that all the aperiodic re-
of a given variables; will have to wait for a certain amount of quests for the same variable come from the same node, and that
time to be effectively processed. The time interval from actihe application will not violate the minimum inter-arrival time
vation to complete processing is defined as the transaction between requests for the same variable.
sponse time. In general, this time may vary from activation to There is, yet, another relevant feature concerning aperiodic
activation, causing communication jitter. For the purpose of tlequests in WorldFIP. The BA does not allow redundancy within
schedulability analysis, it is important to know which condithe requests queue, i.e., any request coming from a given node
tions maximize the response time and to determine its worst césdiscarded whenever a previous request from the same node is
value,Rwc; or, at least, an upper bourd to this value. still pending in the queue. Thus, if there de nodes that can
Similarly to what has been shown in [14], the worst case sitissue aperiodic requests then, the maximum number of requests
ation occurs when all the respective transactions become readshe queue is given b a.
at the same instant, the critical instant, as long as a fixed-priorityFinally, in what concerns the aperiodic traffic, the protocol

scheduling discipline is used. does not insert idle time to enforce a strict regularity of the EC
duration. The EC end is signaled by the expiration of the T2
B. Aperiodic Transfers timer and, thus, if an atomic transaction is in progress, it will be

carried out to completion, delaying the effective start of the next

Consider a seVa of Na aperiodic process variables. Th . s oo -
. O C and causing release jitter to the periodic transfers. This jitter
number of different nodes that request urgent aperiodic transfer

L — . ) IS %ounded by the longest atomic transaction among aperiodic
is given byK a. Each a’Perlodlc variablev; € Va is character- buffer transfe);s(ow 19 ) and list requestCl. g KIO)
ized byav; = av;(k,0F,Ca;, Da;, Pra;) fori = 1,..., Na, . P N ; =L
wherek is the node that requests the transfer of variableand and it must be accounted for when calculating the upper bound

o¥ is the associated dead interval is the duration of the re- for the response time of periodic transactions (2). The padding

) T ; . rames transmitted by the BA when there is no traffic to transfer
spective aperiodic buffer transfer, also given by expression (c};(n also cause a similar jitter in the EC start, but of smaller

Da; is its relative deadline, ané’ra; the associated priority: magnitude and, thus, it will not be considered in this paper
urgent or normal.

The time interval betyveen the rece.ption of an aperiodic R, = Rwe; + max (Cay, CL,). )
transfer request for variablev; by a given node, and the k=1,..,Na,j=1,..,Ka
complete processing of the respective transaction is defined
as the respective response time. An upper bound for the WOéSt
case response time will be representediay. '
Although the protocol does not consider relative deadlines The determination of the worst case response time for the
(Da;), some restrictions must be enforced to support a sched@@eriodic transfer requests is reasonably more complex than for
lability analysis for this sort of traffic. In particular, a lowerthe periodic transfers. In this case, the worst case occurs when
bounded inter-arrival time must be considered for each apdfe following three conditions take place simultaneously (for
odic variable, in order to bound its interference on the respor@arity reasons, just the urgent queue is considered).
time of the other variables. In practice, the deadlipe; will 1) The request is placed in the BA's urgent queue arfly
be used as such minimum inter-arrival time. Furthermore, the  after it has been submitted by the application software in
protocol considers that an aperiodic transfer for the same vari-  the requesting node (maximum dead interval).
able may be requested by any node, i.e., the respective produceB) The arriving request is placed in théath position in
one of the respective consumers or by a third party node. How-  the urgent aperiodic requests queue, which is served by
ever, this directly collides with an enforcement of the minimum the BA in a FCFS order. Thes€a requests refer to all
inter-arrival interval. For example, two different nodes could the Na aperiodic variables, i.e., each node requests all
then make two simultaneous requests for the same aperiodic the aperiodic variables that it may request. Therefore, the
variable that could be processed by the BA one shortly after  total response time must include the transfer of both the

Worst Case Situation for Aperiodic Requests
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P-.-.-x.f::' variables (C.FL -:J"*l""'.-l .*'I.'E;.+I_":"'~' "l't':" ':I'-# P 1. for (k=1;k<Np;k++) {Rwex=0; &,1=1;}
|1 ";":'"1'['-""_' I {Mocs '_‘H:"MJ i b 2. for (n=1;(n < [Dy,/T2| and Rweyp=0) ;n++) {
2= [ 250us,3ma) A2- [Mode 1|.25045) 3 Load,=0;
3 (300, Ims) AS- (Mode L200ps) B2- (Cly = 200px) : oa n;(—ll <. &
d= [ 2500s4ms) 4 for (k=liksNpik++){
5. (I00usbens)  T2=dm 5. 8,1 Be,mi
6. if (Load, + & .*Cx <= T2) {
B Bl By - EC: ECy = 8, n*Cxk;
I =1 3 .I W - = -||;.I-\- || - I-'l-'ll I-Il |_ | 7 Loadn - Loadn * ki n Ck,
[T = 15l [TT3T4) | TR 8y o120
—— 9. if (Rwck=0) Rwek=(n-1) *T2+Loady;
RS SETEENEA | : | Il g —_— 10. }
m Perivdic traffic
‘-\M‘ﬁl Critical mstant (1=} L « i 11. if (n mod P./T2=0) &, na=1;
= Aperiadic traffi 12, }

Fig. 5. Worst case response to aperiodic requests. 13. }

Fig. 6. Algorithm for the timeline analysis.
Ka list requests plus th&/a aperiodic buffer transfers,

which must be processed in the EC’s aperiodic windows.

: o inning of each cycle. This model fits the one being considered
3) The request arrives at the BA atthe beginning of the E|g' this paper for the periodic traffic (Section 1V-A) and, thus,

where all periodic transactions become simultaneou - : . . .
I : e timeline analysis can be directly applied to it [3]. However,
ready (critical instant). This EC corresponds to the sta, : R . S
. - ) orldFIP does not enforce idle-time insertion for the aperiodic
of a sequence of ECs with the largest periodic traffic load. .. Lo S
oo L2 raffic and, thus, the timeline method as presented initially must
The time interval between the critical instant and the end C L .
, - . adapted whenever aperiodic traffic is also considered.
the processing of all the aperiodic requests in the worst case Sit-, - L L ; )
L : - . . Basically, the timeline method consists in drawing the traffic
uation is defined as thaperiodic busy interva{ABI) (Fig. 5). .. . . T .
c’tcllx.'réelme starting from the critical instant up to the point in time

The order by which the list request exchanges and the aperi : .
o s where all the variables have been broadcast at least once. This
buffer transfers take place within the ABI is irrelevant for the . . . i S
ethod allows accounting precisely for the inserted idle time in

analysis because of the FCFS behavior of the BA queue used 10

handle the aperiodic requests (2nd condition above). The w ?gtCh cycle, wh|le other traditional approaches to response-time-
ased analysis do not [21].

case response time to an aperiodic request s then given by e)ﬁfig 6 shows the algorithm to execute the timeline analysis

pression (3) wherek is the index to théVp periodic variablesy the index to

Ra; = o* + duration(ABI). 3 egch.EC starting from the critical instabgad,, |s.the commu-

a; = o + duration( ) 3) nication load accumulator for theh EC, andy, ,, is a Boolean

The duration of the list request exchang€%,, can also be function that becomes 1 whenever a transaction of varighie
obtained from expression (1) replacing the ID_DAT/RP_DAfeady in thenth EC and 0 otherwise. Line 1 contains the critical

frames with ID_RQ/RP_RQ frames. Moreover, notice thapstant condition, considering that the transactions of all vari-
len(ID_RQ) = 61 bits analen(RP RQ)= 45 + 16*, nid bits ables are ready in the beginning of the 1st EC. Line 6 inserts

where nid is the number of identifiers in the list. idle time whenever a given transaction does not fit in the cur-
rent EC. Line 9 calculates the worst case response times for all
D. Absolute Upper Bound for the Dead Interval variables,Rwc; ¢ = 1,..., Np, not considering the jitter in-

. oo duced by the aperiodic traffic.

The dead interval that can affect the aperiodic requests of varirhis algorithm can also be used when the periodic window
ableay;, issued by anode, can be upper bounded by, which  (p1) is limited to an interval smaller than the EC duration
refers to the shortest period among the periodic variables PI9%., < T2) (Fig. 2). In this case, it suffices to replace T2
duced by that node. Constrainihdo be fixed for each variable, by Tp: in line 6. If, upon termination, there is at least one

i.e., each aperiodic variable is always requested from the sa@&... that has not been evaluated, then at least one deadline
node, the absolute upper bound for the dead interfalf ape-  p45 peen violated. WheRiwe; has been evaluated for avp

riodic variableav; is given by (4) periodic variables, the upper bounfts_; __x, can be readily

X . obtained using expression (2). Then, it is possible to formulate
o =P+ Rjandv, : P; = min (P). @)

wiproduced byk the following sufficient schedulability condition.
The addition ofR; to P; upper bounds the interval between
two consecutive exchanges of variable The set of periodic variables
Vp={v, t=1,...,Np}is schedulable
V. TIMELINE METHOD: AN INTEGRATED ANALYSIS if Vie1,..np Ri <D

A. Building the Timeline for Periodic Exchanges

The timeline method has been presented by the authors in [4] he proof of this condition is obvious. If all the response time
for a general computing model with nonpreemption, elemenpper bounds are smaller than the respective deadlines, then the
tary cycles, and inserted idle time to avoid blocking in the beeal response times also are and, thus, the set is schedulable.
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1. for (k=1;k<Ny;k++){Rwcg=0; 8, 1=1;}

2. for (k=1;k<K.+N,;k++){8ay,=1;)}

3. lenABI=0; Load;=0; Loadi;=0;

4. for (n=1; (ndmaxD/T2| and (1enABI=0 or Rwey,=0);n++){
5. for (k=1;k<Ny;k++){ ‘

6. 8k,n-*l= 8k,!ru'

7. if (Load, + 08y n*Cy <= T2){

8. Load, = Load, + & ,*Ck;

9. 8k,n+1=0;

10. if (Rwck=0) {Rwcyk={(n-1)*T2+Load,;}

11. }

12. if (n mod Py/T2=0) {Oxne1=1;}

13. }

14. for (k=1;k<K.+Na;k++){

15. Sak,n+1= Sak,n;

16. if (Load, + Loadi, < T2) {

17. if (k<K,) {Load,=Load,+8ax,,*Cly;}

18. else {Load,=Load,+day,n*Cax-ka;}

19. Sak,n+1=0,‘

20. if (k=K,+N,) {lenABI=(n-1)*T2+Load,+Loadiy;}
21. }

22. }

23. Loadipa= Loadig+Load,-T2; if (Loadin.<0) Loadip.=0;
24 . Loadn«=0;

25. }

Fig. 7. Enlarging the timeline analysis to include aperiodic transactions.

B. Extending the Timeline to Include Aperiodic Requests Such as for the set of periodic variablés;—; .y, allows

The same timeline method explained above can simultafi@rmulating the following sufficient schedulability condition for

ously be used to determine the length of the ABI for aperiodif€ aperiodic sev'a.

transactions. Then, expressions (3) and (4) can be used to derive

an upper bound of the response time to a request for variablhe set of aperiodic variables

av; (Ra;). Va={av;, i=1,...,Na}is schedulable
The duration of the ABI is determined by the total time spent if V.-, _n, Ra; < Da,

transmitting all atomic transactions associated to the aperiodic

traffic. Notice that there ar& a list requests (one from each re- ] o ] ]

quester node) an®Va buffer transfers, and that the respective The proof ofth.|s c_ondmon is, again, obvious. As the response

transactions tak€%,—1._ o andCa;—1..._x,. The algorithm t!me to any aperiodic request .cannot be larger than the respec-

presented in Fig. 7 enlarges the scope of the one presentelV@UPPerboundRa,—, . v.), if these upper bounds are lower

Fig. 6 and combines the calculation of both the worst case than the respective deadlines, then the set is schedulable.

sponse times for the periodic transactions and the duration of . ) oL
the ABI. C. Complexity and Practical Application

Basically, the outer cycle (lines 4-25) that goes through theThe time complexity of the basic algorithm in Fig. 6 is
ECs one by one starting from the critical instant contains no®(Nwc * Rar) where Ngc is the maximum number of trans-
two cycles, one to place periodic transactions in the EC aastions that may fit within one EC (bounded by a constant)
counting for inserted idle time (lines 5-13) and another one &md R is max;—1_._n, (Rwc;) (approximately proportional
use the remaining time in each EC, without inserted idle timig Ef;’; [Ra/P;]). Hence, the time complexity depends on
to process aperiodic related transactions (lines 14-22). Sincettie scanning periods of the variables. However, for most
EC boundary can now be crossed by ongoing aperiodic relaggaplications it is likely thatk,; is smaller than a large subset
transactions, each EC may start with a certain communicatiohperiods and thus the resulting complexity will 68 Np).
load already used up by the last transaction of the previous B&hen this is not verified, the time complexity will grow to
This is accounted for with.oads,,. MaxD in line 4 stands for O(Np?). This trend has been experimentally verified with
the longest deadline among periodic and aperiodic variablesrandomly generated sets of variables.

Whenever the maximum duration of the periodic window Concerning the practical application of this analysis, despite
(Fig. 2) is smaller than the EC duratidfir; < T2), T2 must the fact that it can also be used offline to verdypriori the
be replaced byt in line 7. Similarly, whenever the aperiodicschedulability of static sets of variables (with less pessimism
window is constrained to finish before the EC»>3 < T2), then than other proposed analyses), its main advantage is that it is
T2 must be replaced B¥ps in line 16. well adapted to be executed online. Therefore, this analysis can
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TABLE |
VARIABLES SET DERIVED FROM THE PSA BENCHMARK

Variable Producer Period Data  Max # of bits C Rwc R
D node (ms) (bytes) (id_dat+rp_dat) (us) (us) (ps)
1 Engine controller 1 6 170 210 210 396
2 Wheel angle sensor 2 1 130 170 380 566
3 Engine controller 3 1 130 170 550 736
4 AGB 2 1 130 170 720 906
5 Device x 4 3 146 186 906 1092
6 Device x 6 3 146 186 1396 1582
7 Device x 4 2 138 178 1574 1760
8 Bodywork sensor 8 3 146 186 1760 1946
9 Device y 6 2 138 178 1938 2124
10 Engine controller 16 5 162 202 2752 2938
11 AGB 10 3 146 186 2938 3124
12 Device x 16 1 130 170 3550 3736
Variable Requester Cl Deadint Data Max bits Da Ca Ra
ID node (us) (us)  (bytes) (id_dat+rp_dat) (ms) (us) (us)
Al Engine controller 162 1210 3 146 10 186 7074
A2 AGB 178 2720 1 130 12 170 8584
A3 AGB 2720 1 130 15 170 8584
A4 Bodywork sensor (75 9760 3 146 20 186 15624
A5 Bodywork sensor 9760 2 138 20 178 15624
Duration of the ABI = 5864s
EC, y EC, | EC, | EC p ECs EC,
NHBIHTINAEEONEI DN OBEE F0HIHE QHZI_BEL,,'J‘Z‘ A4
= >
w-,,hl Critical instand (t=lih AHI w— Perioadic ralfic

m— Aneredic mabthe

Fig. 8. Timeline for the set of variables in Table I.

be used in the scope of an online admission control, enabliNgtwork (FTT-CAN) networks, this coprocessor can also be
the support of flexible communication requirements, such asdirectly used in WorldFIP networks to support dynamic traffic
the case of networks using the planning scheduler [2]. scheduling.

Two different levels of flexibility can be offered by the
system. In one case, the system accepts change requests issued VI. NUMERICAL EXAMPLE
by a human operator, such as adding new variables to th

. . eConsider the set of communication requirements expressed
BAT, remove variables from the BAT or change the propertwfﬁ Table I. These were taken from the benchmark supplied by

of variables in the BAT. In this case, a response time in trpsA Peugeot Citroen and presented in [16]. The periods, how-

order of a fe\_/v se_conds IS ?C?Eptabl.e and the time aval_lablee%r, have been altered in order to better suit the purposes of
perform the timeline analysis is relatively relaxed. Experimen

. . o) fRe example. The deadlines are equal to the periods and the IDs
with sets of 16 variables and bus utilizations around 50% Weé?press the priorities in reverse order, il&, = 1 has highest

analyzed on an 8051 microcontroller in less than 100 ms.  yiority andID = 12 has lowest. Also, five aperiodic variables

A more demanding level of flexibility is needed when th¢,,ye heen added, which can be requested by one of three nodes,
change requests come from the application as response to eR¥iaxpressed in Table |.
ronment changes, e.g., increasing the scanning rate of a variablg onsidering a transmission rate of 1 Mbit/s and a turnaround
upon detection of a given event. In this case, the system reactipfRe of 20t mac, i.€., % = 20 us, expression (1) can be used
to the change request may be constrained to a few millisecongigectly to determine the duration of each buffer transfer, re-
Therefore, the analysis can hardly be executed in low processgigting iNC;—1,_12 for the periodic variables anfla;— 41 a3
power microprocessors. A solution that has been consideredds aperiodic ones. The duration of the list request exchanges
the use of a field-programmable-gate-array (FPGA)-based «@t,_, 5 is determined considering the number of aperiodic
processor that schedules traffic online, accepts changes tothgables requested by each node. The EC duration (T2) is 1 ms
set of variables, and executes the timeline schedulability anaid it can be fully dedicated to the periodic traffig>; = T2).
ysis. A prototype of such coprocessor has been presented iThe timeline method (Section V) allows obtaining
[15]. Preliminary performance figures show that the coprocessBvc;—1 .12 as well as the duration of the ABI (Fig. 8).
is able to test the schedulability of sets with 32 variables iFhen, through expression (2R;—: 12 is calculated. Since
less than one EC. Despite having been designed for the Flé-< P; V;—; 12, then the set of periodic variables is schedu-
ible Time-Triggered communication protocol Controller Areéable. In what concerns the aperiodic variables, the upper
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bound to the dead interval in each no@ge k = 1,...,3) is
calculated according to expression (4) and, finally, the upper

(6]

bounds to the response timéBa;=.1 . 45) are determined [7]
using (3). SinceRa; < Da; V;=a1.... 45, the set of aperiodic
variables, given the set of periodic ones, is also schedulable. 6]

Itis interesting to remark on the relative magnitude of the re-
sponse times for the periodic traffic and for the aperiodic one.
The larger upper bounds of the latter one are due to two cumulaigl
tive factors: the inefficient mechanism used to handle aperiodic
transactions, which requires at least one periodic transaction and
one list request before the aperiodic variable is broadcast, aréf]
the worst case behavior of an FCFS queue, which forces it tg )

consider each request as the last one in a full queue.
[12]

VII. CONCLUSIONS [13]

This paper has discussed the schedulability analysis of the
real-time traffic in WorldFIP networks. In particular, it proposes 14]
using the timeline method to evaluate the response time of vari-
able exchanges, based on the orderly evaluation of the elapsFlg]
bus time. This timeline methodology is suitable to situations
using inserted idle time, as is the case with the periodic traffic
in WorldFIP when operating in synchronous mode. Further-161
more, the analysis is based on the variables scanning requirge—
ments, considering fixed-priorities scheduling and all variables
in phase, and not on the BAT itself. Thus, if a different phasin%m
is used in the BAT, e.qg., to level the periodic load in the ECs o
to reduce jitter, the worst case properties of the analysis are still
respected. [18]

In this paper, the timeline method was adapted in order t@yg
allow deriving upper bounds for the worst case response times
of both periodic and aperiodic transactions in WorldFIP net{2°!
works, in an integrated approach. The method is implementegy
by means of a bounded cyclic process that has relatively low
CPU requirements. Itis thus possible to use it online as part of ar?!
admission control protocol to guarantee that dynamic changesto
the communication requirements do not jeopardize the systefas3]
timeliness. This feature is of particular interest when dynamic
mechanisms are used in the WorldFIP protocol, such as the plan-
ning scheduler, allowing for online changes to the set of periodi€24]
variables. Using a specialized hardware coprocessor to perform
the traffic scheduling and schedulability analysis can further imys)
prove the dynamic behavior of WorldFIP networks.
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